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Question 1 (2 marks)

We use the Euclidean and Manhattan norms to define the regularization term in Ridge and Lasso regression
techniques respectively. Consider & € R?. Plot all the points in (f1,602) plane for which [|@||s = 2 and
16111 = 2.

Solution:

Points satisfying [|6]|3 =4 and ||6]|, =2
— 03 =4
— 1ol =2
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Question 2 (8 marks)
In class, we looked at ridge regression where we minimize the loss function
1 A
Lreg(0) = 5 Iy — XO)|3 + 511613

(a) [6 marks] Derive the closed-form solution for the ridge regression problem, that is, find 6 that minimizes
the loss function. We require you to show all the steps. The following information can be useful:
Valx = a, VxTx = 2x, and Vx'Px = 2Px for a symmetric matrix P.

Solution:
Noting that the loss function is convex, we take its gradient
1
VLreg(0) = 5 (= 2X"y +2X7 X6 +2)0)

Equating this to zero, we can reach the final solution
XTxX0+20=XTy
(XTX +A1N0 = X"y

0=(X"X+A)"'X"y

(b) [2 marks] How does the solution change as |A\| — 0 and |A| — co0? Also identify in which case the model
over-fits and under-fits to the data.

Solution:

|A] = 0, we have non-regularized solution, regularized weight vector is the same as the original weight vector.
Overfits to the data.

|[A| = oo, the solution is a zero vector.

Underfits to the data.



