
EE 212 – Mathematical Foundations for Machine Learning and Data Science

Final Examination (Summer 2020)

INSTRUCTIONS:

� Exam duration:

Reading-time: 15 minutes
Writing-time: 3 hours

� We require you to solve the exam in a single time-slot of three hours and fifteen minutes
without any external or electronic assistance.

� We encourage you to solve the exam on A4 paper, use new sheet for each question and write
sheet number on every sheet.

� Clearly outline all your steps in order to obtain any partial credit.

� The exam is closed book and notes. You are allowed to have two A4 sheet with you with
hand-written notes on both sides. Calculators can be used.

� For the sake of completeness, we require you to write the following statement on your first
page of submission: I commit myself to uphold the highest standards of (academic) integrity.

� If you are ready, please proceed to the next page.



EE 212 – Mathematical Foundations for Machine Learning and Data Science

Final Examination (Summer 2020)

Total marks: 70 points Writing Time: 3 hours

Problem 1. (10 pts)
Consider a network of N links, labeled 1, 2, . . . , n. A path through the network
is a subset of the links. (The order of the links on a path does not matter here.)
Each link has a (positive) delay, which is the time it takes to traverse it. We let
d denote the n-vector that gives the link delays. The total travel time of a path
is the sum of the delays of the links on the path. Our goal is to estimate the link
delays (i.e., the vector d), from a large number of (noisy) measurements of the
travel times along different paths. This data is given to you as an N × n matrix
P , where

Pij =

{
1 link j is on path i

0 otherwise

and an N -vector t whose entries are the (noisy) travel times along the N paths.

You can assume that N > n. You will choose your estimate d̂ by minimizing
the RMS deviation between the measured travel times (t) and the travel times
predicted by the sum of the link delays.

(a) Formulate the problem of determining d̂ as least-squares problem.

(b) Provide a matrix expression for d̂, that is, solve the least-squares problem

and express d̂ in terms of P and t.

(c) Explicitly state the assumptions about the data P or t that are required to
hold for your expression in part (b).
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Problem 2. (6 pts)
Three different models are fitted using the same training data set, and tested on
the same (separate from the training set) test set (which has the same size as the
training set). The RMS prediction errors for each model, on the training and test
sets, are reported below. Comment briefly on the results for each model. You
might mention whether the model’s predictions are good or bad, whether it is
likely to generalize to unseen data, or whether it is over-fit.

Model Train RMS Test RMS

A 0.135 2.125
B 0.680 0.675
C 30.03 1.392
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Problem 3. (6 pts) We consider a following model for the prediction of time-series
data x1, x2, . . . , xN

x̂t+1 = θ1xt + θ2xt−1 + θ3xtxt−1,

which can be interpreted as ‘the value at t + 1 (future) depends on the values
at t (current) and t − 1 (past)’ and this dependence is explained by the above
equation and depends on θ = (θ1, θ2, θ3). Noting that this model can predict xn
for n ≥ 3, we define the prediction error as

N−1∑
t=3

(
x̂t − xt

)2
,

that is the sum of square of the error at each time instant. We require you to
formulate this error as ‖Aθ − b‖2 with A ∈ R(N−2)×3 and b ∈ RN−2.
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Problem 4. (8 pts)
Let X be a RV that denotes the number of faulty products in a shipment shipped
from Apple, and let Y be the number of faulty products in a shipment shipped
from Samsung. The two companies have known probability mass functions which
give the probability of a given number of faulty products in a given order. They
display their information graphically, as follows:

(a) Suppose you receive a shipment of products from Apple. Find the probability
that the number of faulty products is less than or equal to 3.

(b) Suppose you receive a shipment of products from Apple. Somebody tells
you that there are at least two faulty products in the shipment. Given this
information, find the probability that the number of faulty products is less
than or equal to 3.

(c) Suppose a shipment of products arrives, but you are not sure from which
company it came; however, you know the probability it came from Apple is
0.35 and the probability it came from Samsung is 0.65. Find the probability
that the number of faulty products in the shipment is less than or equal to
3.
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Problem 5. (6 pts)
The summer II 2020 term is about to end and the instructor is happy with the
performance, claiming that the students have performed above average. A random
sample of 30 students’ overall scores (marked out of 100) was taken, and the
mean was found to be 85.5. The mean score in the previous offerings is 80 with a
standard deviation of 12. We are interested in finding out if there is a sufficient
evidence to support the instructor’s claim.

(a) Write down the null hypothesis H0 and alternate hypothesis Ha associated
with this scenario.

(b) Compute z-statistic for this scenario.

(c) Determine the P-value for this scenario (p-value table is appended with the
exam).

(d) Determine what conclusion can be drawn from the P-value at the following
significance level α = 0.01.
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Problem 6. (4 pts)
An Italian restaurant boasts 320 distinct pasta dishes. Each dish contains exactly
one pasta, one meat, and one sauce. If there are 8 pastas and 4 meats available,
how many sauces are there to choose from?

6



Problem 7. (14 pts)
Consider a two-layer neural network with with two inputs, two outputs and two
neurons in the hidden layer with interconnections shown in the figure below. We
assume that the sigmoid function has been used as the activation function.

(a) Express the output y1 in terms of inputs x1 and x2. You may write a series
of equations that relate the output y1 to the inputs.

(b) We assume that the target outputs are denoted by t1 and t2 for the first
and second output neuron respectively. Considering the following values for
the inputs, weights and biases, determine the outputs y1 and y2 and mean-
squared-error at the output.

w1 = 0.15, w2 = 0.20, w3 = 0.25, w4 = 0.30, b1 = 0.35
w5 = 0.40, w6 = 0.45, w7 = 0.50, w8 = 0.55, b2 = 0.60
t1 = 0.01, t2 = 0.99
x1 = 0.05, x2 = 0.1

(c) Derive an expression for the derivative of the error at the output with respect
to the weight w5.

(d) Evaluate the derivative obtained in part(c) using the values and the error
computed in part(b).

(e) Assuming the learning rate of 0.01, provide the expression for updating the
weight w5 in terms of previous value of the weight and derivative of the error
with respect to the weight. Also compute the value of the updated weight
w5.
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Problem 8. (6 pts)
Consider a function f : Rn → R given by

f(x) = xTPx, x ∈ Rn, P ∈ Rn×n

(a) Determine the gradient of the function f .

(b) Determine the Hessian matrix of the function f .

(c) What are the conditions on P for a function f to be convex?

8



Problem 9. (4 pts)
You want to fit a regression model y = xTβ + v to the data, using least squares
without regularization and you are using QR factorization to compute the model
coefficients β and v. Your class-fellow suggests to improve the model by adding
a new feature x = (x, x̄), where x̄ is the average value of x. Note that the added
feature is the average of the original features. Choose one of the following, and
provide brief justification to support your answer.

(a) This is a good suggestion, and it should be accepted

(b) This is a bad suggestion, and will lead to trouble
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Problem 10. (6 pts)
Your friend has developed a classifier using a single perceptron for n-vector in-
put and (obviously) a scalar output. Once the classifier is developed using the
training data, we have w ∈ Rn and b ∈ R as weights and bias of the perceptron
respectively.

(a) Provide a mathematical expression that relates the input x and output y of
the classifier.

(b) The classifier, once designed, is evaluated on a given test data set and the
false positive rate (FPR), defined as the the fraction of the test data points
with y = 0 for which ŷ = 1, is computed. Which of the following statements
are true (or false)? Provide brief justification to support your answer.

(i) Replacing b with zero will reduce, or not increase, the FPR.

(ii) Replacing w with zero will reduce, or not increase, the FPR.

— End of Exam —
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