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TUTORIAL 2

Tutorial 2-1
Let U be an orthogonal n× n matrix. Show that its transpose UT is also orthogonal.
Solution.
If U is square and UTU = I, then UT is the inverse of U and UUT = I. Since U is the transpose
of UT , this shows that the matrix UT is orthogonal.



Tutorial 2-2
For an m×n matrix A and its pseudo-inverse A†, show that A = AA†A and A† = A†AA† in each
of the following cases.

(a) [5 marks] A is tall with linearly independent columns.

(b) [5 marks] A is wide with linearly independent rows.

(c) [5 marks] A is square and invertible.

Solution.

(a) For a tall matrix A with linearly independent columns, A† is a left inverse of A, so A†A = I.
Therefore,

AA†A = A(A†A) = AI = A, A†AA† = (A†A)A† = IA† = A†.

(b) For a wide matrix A with linearly independent rows, A† is a right inverse of A, so AA† = I.
Therefore,

AA†A = (AA†)A = IA = A, A†AA† = A†(AA†) = A†I = A†.

(c) For a square invertible A, A† = A−1, so

AA†A = AA−1A = AI = A, A†AA† = A−1AA−1 = IA−1 = A−1 = A†.
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Tutorial 2-3
In least squares, the objective (to be minimized) is

‖Ax− b‖2 =
m∑
i=1

(ãTi x− bi)
2,

where ãTi are the rows of A, and the n-vector x is to chosen. In the weighted least squares problem,
we minimize the objective

m∑
i=1

wi(ã
T
i x− bi)

2,

where wi are given positive weights. The weights allow us to assign different weights to the
different components of the residual vector. (The objective of the weighted least squares problem
is the square of the weighted norm, ‖Ax− b‖2w)

(a) [8 marks] Show that the weighted least squares objective can be expressed as ‖D(Ax− b)‖2
for an appropriate diagonal matrix D. This allows us to solve the weighted least squares
problem as a standard least squares problem, by minimizing ‖Bx− d‖2,where B = DA and
d = Db.

(b) [7 marks] Show that when A has linearly independent columns, so does the matrix B.

(c) [5 marks] The least squares approximate solution is given by x̂ = (ATA)−1AT b. Give a
similar formula for the solution of the weighted least squares problem. You might want to
use the matrix W = diag(w) in your formula.

Solution.

(a) Since the weights are positive, we can write the objective as
m∑
i=1

wi(ã
T
i x− bi)

2 =

m∑
i=1

(
√
wi(ã

T
i x− bi))

2 = ‖D(Ax− b)‖2,

where D is the diagonal matrix 
√
w1 0 . . . 0
0

√
w2 . . . 0

...
...

. . .
...

0 0 . . .
√
wm


(b) We show that Bx = 0 implies x = 0.

Suppose Bx = DAx = 0. Then Ax = 0 because D is a diagonal matrix with positive diagonal
entries, and hence invertible. By assumption, A has linearly independent columns, so Ax = 0
implies x = 0.

(c) The solution of the weighted least squares problem is

(BTB)−1BTd = ((DA)T (DA))−1(DA)T (Db)

= (ATD2A)−1(ATD2b)

= (ATWA)−1(ATWb)

where W = D2 = diag(w)
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Tutorial 2-4
The sum of the diagonal entries of a square matrix is called the trace of the matrix, denoted tr(A).

(a) [8 marks] Suppose A and B are m× n matrices. Show that

tr(ATB) =
m∑
i=1

n∑
j=1

AijBij

What is the complexity of calculating tr(ATB)?

(b) [7 marks] The number tr(ATB) is sometimes referred to as the inner product of the matrices
A and B. (This allows us to extend concepts like angle to matrices.) Show that tr(ATB) =
tr(BTA).

(c) [4 marks] Show that tr(ATA) = ‖A‖2. In other words, the square of the norm of a matrix
is the trace of its Gram matrix.

(d) [4 marks] Show that tr(ATB) = tr(BAT ), even though in general ATB and BAT can have
different dimensions, and even when they have the same dimensions, they need not be equal.

Solution.

(a) The diagonal entries of ATB are

(ATB)jj =
m∑
i=1

(AT )jiBij =
m∑
i=1

AijBij

The complexity is 2mn flops. We need mn multiplications and mn - 1 additions. Note that
this is lower than the 2mn2 complexity of the entire matrix-matrix product ATB.

(b) The matrix BTA is the transpose of ATB, so it has the same diagonal entries and trace.

(c) From part (a), ATA =
∑m

i=1

∑n
j=1A

2
ij = ‖A‖2.

(d) We have

tr(BAT ) =

m∑
i=1

(BAT )ii =

m∑
i=1

n∑
j=1

Bij(A
T )ji =

m∑
i=1

n∑
j=1

BijAij

the same expression as in part (a)
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