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Probability Theory - Applications
• Speech Recognition System

Fig 1: Speech templates



Probability Theory - Applications
• Speech Recognition System

• There exists uncertainty in the templates of different speakers

• Probability theory addresses the uncertainty

Fig 2: Variation in templates for different speakers



Probability Theory - Applications
• Radar Detection

• Uncertainty involves in the presence of the target

• Estimates the target

• Probability theory deals with uncertainty in the estimation

Fig 3: Radar detection system



Probability Theory - Applications
• Wireless Communication System

• Noise modeling

• Interference

• Power estimation

Fig 4: Wireless communication system



Basic Definitions (1)
Relative frequency

• Consider an experiment that can result in M possible outcomes O1 , O2 … OM

• Let Nn(Oi) denotes the number of times ,Oi occurred in n trials

• Relative frequency of outcome:

• When number of trials n becomes large, the relative frequency converge to 

some limiting value.

• This behaviour is known as statistical regularity.



Basic Definitions (2)
• Sample Space: set of all possible distinct outcomes of an 

experiment. 

• Outcome: 

• Sample space:

• Events: Collection of outcomes are called events. Usually 

denoted by capital letters. Every event is a subset of sample 

space.

Examples:

1. Rolling two dies together.

• sample space?

• event: the sum of numbers on two dies = 6?

2. Noise voltage can be between 0 and 5 volts.

1. sample space?

2. event: the noise voltage is between 2 and 3 volts?

Sample space



Language of Sets – Review

• ,                 .   ( is the event).

• Events      and      are equal, i.e.,                 if                  and               .

• : Complement of    . Given by

• Empty set or Null set is denoted by Ø and represents no point in     .

• Union of two sets:

• Intersection of two sets: 

• Disjoint or mutually exclusive sets:

• Set difference operation: 



Set Identities

• Associative laws:

• Distributive laws:

• De Morgan’s laws:



Venn Diagram

l Graphical representation of relationship between sets

l Rectangle represents sample space

l Ellipsoids represents events

Fig 5: Venn diagram illustration

Mutually exclusive



Countable and Uncountable Sets

• |A| denotes the number of points in set |A| and is called cardinality of set A.

• A nonempty set A is said to be countable if elements of A can be enumerated;

• Every finite set is countable (No requirement that    to be distinct).

Example: A = {a,e,i,o,u}.

• Empty set is also countable.

• If the set is not finite, we call it countably infinite. Examples?

• If the set is not countable, we call it uncountable or uncountably infinite. 



Properties:

Probability Models

•

•

•

•

•



Probability Models



Probability Models



Probability Models



Axioms of Probability

1.

2.

3.

4.



•

•

•

•

Properties of Probability

Monotonicity property     

Inclusion-exclusion property



Conditional Probability
• Motivation: Conditional probability, important concept in probabilistic modeling, allows us to 

update probabilistic models when additional information is revealed.

•

• The law of total probability

• Baye’s Rule



Examples
Law of total probability



Examples
Baye’s Rule



Generalized Laws

• The law of total probability:

• Baye’s Rule
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Independence

Using and



• Mutually exclusive events not to be confused with independent events. (Different)

• Interpretation of independence between events:

• If A and B are independent events, Ac and B, A and Bc, Ac and Bc are also 

independent events.

• Independence of more than 2 events:

• Mutually independent

• Pairwise independent

• Mutually independence implies pairwise independence but not the other way.

Independence



Independence



• Combinatorics: branch of mathematics that deals with systematic counting and 

arrangement methods.

• Counting problems:
• ordered sampling with replacement

• ordered sampling without replacement

• unordered sampling without replacement

Combinatorics



Ordered sampling with replacement

If |A1|… |Ak| = n, there are nk number of k- tuples.



Ordered sampling without replacement

• Means that the item chosen from any set is not replaced. The choice from the 

group affects the remaining choices.

• Often stated as: The number of permutations of k items chosen from n items.



• Out of                 tuples,  each k- tuple have k! same arrangement or permutation.

• Total k- tuples with different permutation:                    =

• Too complicated in the book.

• Unordered; when order is not important: (1,2,3) is same as (3,2,1) or (2,1,3)…

Unordered sampling without replacement

• Given n elements and choose k tuples, we have:

• Often stated as: The number of combinations of k items chosen from n items.



Combinatorics  - Summary

Method No. of outcomes

ordered samples with replacement nk

ordered samples without replacement

unordered samples without replacement

• Draw sample size of k out of n objects.



Combinatorics - Examples

Problem 76



Binomial Probabilities

• When there are only two events, win or loss, success or failure.

• Examples:
• Tossing of a coin: head (win) or tail (loss)

• Rolling die: getting 4 (win) or getting other than 4 (loss)



Binomial Probabilities

The probability of a student to score 90% in EE 212 is 0.7 (Assume it is 

true). If 7 students appear in an exam, find the probability of exactly 4 

getting 90% marks.

Example



Next

• Discrete random variable

• Probability mass function

• Multiple random variable

• Independence of random variables

• Joint probability mass function

• Expectation


