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Due Date: 23:55, Friday, April 15, 2022 (Submit online on LMS)
Format: 6 problems, for a total of 100 marks

Contribution to Final Percentage: 2.5%

Instructions:

e Each student must submit his/her own hand-written assignment, scanned in a single PDF
document.

e You are allowed to collaborate with your peers but copying your colleague’s solution is
strictly prohibited. Anybody found guilty would be subjected to disciplinary action in
accordance with the university rules and regulations.

e Note: Vectors are written in lowercase and bold in the homework. For your written
submission, you may use an underline instead. In addition, use capital letters for matrices
and lowercase for scalars.




Problem 1 (10 marks)

Bayes Theorem - Bayesian machine learning is a paradigm for constructing statistical
models based on Bayes’ Theorem. To get more insight into the significance of bayes theo-
rem, try to solve this problem.

Suppose you have symptoms for COVID-19, and you decide to take a diagnostic test to
determine if you are infected or not. You being a skeptical individual question the relia-
bility of the outcome of the test and find out that the probability of a positive test given
that a person is actually infected (sensitivity) is 87.5% and the probability of a negative
test given that a person is not infected (specificity) is 97.5%. You also know that the
prevalence of the infection in your vicinity is 10%. Now suppose that the diagnostic test
turns out positive. In this case, what is the probability that you are actually infected with
the virus?
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Problem 2 (20 marks)
MAP Estimation - Alice tries to send Bob message M over a communication channel
which adds a gaussian noise to the message. The message M is either a 1 or 0 with
probability 0.3 and 0.7 respectively. The Gaussian noise is found to be zero mean and unit
variance (N ~ AN(0,1)). At the receiver, Bob receives a message the message Y.

Y=M+N

Given that Bob receives a message Y = 0.6, he wants to know whether a 0 or 1 was sent.
Using MAP estimate, find whether a 1 or 0 was transmitted.
Note: Gaussian distribution is given by the equation:

1 1 (fz—p 2
xr) = exp | —=
Ja) = — p(2(0>>
Hint: Try to find the distribution of Y using M and N. Moreover, M is only a constant bias

of either 0 or 1. Whenever a constant is added to a Gaussian random variable only affects
the mean of the resulting random variable.
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Problem 3 (10 marks)
(a) [5 marks] For a softmax function, show that
softmax(a) = softmax(a + b)
where a is an input vector and b is a scalar. Here we are adding the value b to every
dimension of a.
(®) [5 marks| For the following matrix, calculate the softmax for each row.
31 2
A=101 2
15 3
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Problem 4 (20 marks)
We often use regularization to reduce overfitting. In the case of ridge regression, we added
2
Allwlf3 (8)
as the regularization term in the objective function to be minimized. In this question, we
extend this to logistic regression.

(a) [5 marks| Formulate a loss function for the logistic regression and add the regular-
ization term in the objective function.

(b) [15 marks] Another way to minimize the objective function with regularization term
is to obtain Maximum A Posteriori (MAP) estimate.

W(MAP) = argmax H P(yi|xi, w)P(w) (9)

i=1

We make the following assumptions:

P(yi|xi,w) = 1/(1+exp(—y;wTx;) for alli € 1,2,......N, w (Prior on w) is normally
distributed, which has zero mean and its covariance matrix is a multiple of the identity
matrix.

Plw) = H 1/(v/(270))exp(—w;/207) (10)

We require you to show that for a particular value of Aand o, the MAP estimate
is the same as the w obtained by minimizing the objective function formulated for
regularized logistic regression.
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Problem 5 (25 marks)

You have been given miniature training and test documents from the actual dataset of
movie reviews. The documents belong to either positive, negative, or neutral class.

‘Sentiment‘ Text ‘

Training Positive | great acting by everyone and amazing movie
Positive | superb plot and cinematography

Neutral | average acting but storyline is good

Negative | lacks proper plot

Negative | the movie is an utter disaster

Test ? great acting by Leonardo and amazing storyline

Table 1: Review data

You need to develop a multinomial Naive Bayes’ classifier for this problem by following the
steps given below.

(a) [4 marks] A list of stop words is given to you

Stop words = |[as, if, at, by, and, the, an, but, is]

Apply preprocessing to the training data and test data by removing stop words from
them and show the documents after preprocessing.

(®) [3 marks] You need to work with the preprocessed documents from now onwards.
Construct vocabulary from the data and tell its size.

(¢) [ marks] Compute prior probabilities.

(d) [8 marks] Compute likelihoods of all the words in the training data using Laplace
add-one smoothing.

(e) [5 marks] Now, predict the sentiment of the test data and show your working.
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Problem 6 (15 marks)

(a) [5 marks|] Draw a Bayesian network representing Naive Bayes classifier. Assume that
the d features are denoted by ™,z ... 29 and a class label is denoted by v.

(b) [10 marks] Consider a following Bayesian network. We assume that variables are
boolean. Write the joint probability distribution P(A, B,C,D,E, F,G, H,I) as a
product of conditional distributions factored according to the Bayesian network.

Figure 1: Bayesian Network

— End of Homework —
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