COo lpwan
C olu wn Spoce '{A

Machine Learning

EE514 CS535
RE@RE ssion . A ¢dieton 2
=3 ot Bayesian Learning: MAP and ML Estimation,
7%4:531;;:;:3-“ Naive Baye€lassifier and Bayesian

Network Introduction

Zubair Khalid

School of Science and Engineering
Lahore University of Management Sciences

EVOLUTION

R ; https://www.zubairkhalid.org/ee514 2021 .html



https://www.zubairkhalid.org/ee514_2021.html

Outline

- Bayesian Learning Framework

- MAP Estimation

- ML Estimation
- Linear Regression as Maximum Likelihood Estimation
- Naive Bayes Classifier

- Introduction to Bayesian Network

Reference: Chapter 6 (Machine Learning by Tom Mitchell)

o LUMS

A Not-for-Profit Uni



Bayesian Learning Framework

Overview:

- In machine learning, the idea of Bayesian Learning is to
use Bayes Theorem to find the hypothesis function.

Example: Test the fairness of the coin!

Frequentist Statistics:

- Conduct trials and observe heads to compute the probability P(H).

- Confidence of estimated P(H) increases with the number of trials.

- In frequentist statistics, we do not use prior (valuable) information to improve our Hypothesis.
For example, we have information that the coins are not made biased.

Bayesian Learning:

- Assume that P(H)=0.5 (prior or beliefs or past experiences).

- Adjust the belief P(H) according to your observations from the trials.
- Better hypothesis by combining our beliefs and observations.

- Each training data point contributes to the estimated probability that a hypothesis is correct.
- More flexible approach as compared to learning algorithms that eliminate a given hypothesis
inconsistent with any single data point.
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Bayesian Learning Framework

Overview:
Supervised Learning Formulation:

Data: D = {(Xlayl)a (X2Jy2))' < (Xnayn)} C Xd X y

We call the set of possible functions or candidate models (linear model, neural
network, decision tree, etc.) “the hypothesis class”.

Denoted by H.

For a given problem, we wish to select best hypothesis (machine) h € H.

- In Bayesian learning, the best hypothesis isthe most probable hypothesis, given
the data D and initial knowledge about the prior probabilities of the various

hypotheses in H.

- We can use Bayes theorem to determine the probability of a hypothesis based on
its prior probability, the observed data and the probabilities of observing various

data given the hypothesis.
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Bayesian Learning Framework

Maximum a Posterior (MAP) Hypothesis or Estimation:

e Find A that maximizes the distribution P(h | D).

Using Bayes theorem, we can write this as
P

_ P(D|h)P(h
P e
Posterior Prior

e The prior probability P(h) is the probability that the hypothesis holds
before looking at the training data. It refelcts our prior knowledge about
candidate hypothesis h.

—= |ikelihood function

e P(D) is the probability of the training data given no information about
hypothesis, that is, independent of h.

e P(D | h), likelihood function, quantifies the probability of observing D
given hypothesis h.

e P(h | D), posterior probability, quantifies the influence of data on our
prior probability or our confidence that h holds after observing the data.
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Bayesian Learning Framework

Maximum a Posterior (MAP) Hypothesis or Estimation:
e Find A that maximizes the distribution P(h | D).

e Maximizing posterior probability yields

D P
hyvap = ma]z(érqxinze P(h|D) = ma}i%rqiuze P f|’(hD)) () hmap = maiclr??lzeP (D | h) P(h)

Interpretation:
- We begin with prior distribution of hypothesis.

- Using candidate hypothesis, we determine probability data given hypothesis.

- Using these two, we update posterior probability distribution.
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Bayesian Learning Framework

Maximum Likelihood (ML) Hypothesis or Estimation:

e If each hypthesis h € H is equally probable, we can reformulate MAP
hypothesis as by maximizing the probability of data given hypothesis.
This is termed as maximum likelihood hypothesis given by

fviap = maximize P(D | h)P(h) ey hyi = maximize P(D|h)  Maximizing Likelihood function

Example:
- Predict the face side (head, H or tail, T) of the loaded coin.

- If x is our event, we want to learn P(x=H) or P(x=T)=1 - P(x=H).
- Data - set: outcomes of nevents. (x ;=H,x,=T,Xx3=H,x,=H, é. )

- Intuitive prediction: count the number of heads and divide it by n. If this
guantity is greater than 0.5, head is more probable.

-Letds apply ML estimation to this probl em.
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Bayesian Learning Framework

Maximum Likelihood (ML) Hypothesis or Estimation:

Example:
e We want to estimate P(x = H) =1 — P(xz = T) and therefore hypothesis
space can be parameteterized by a single variable 6 such that P(x = H) =

0, that is, P(D | h) = P(D | 0).

e Assuming independence between events, we have P(D | h) H p(x; | 0)

e We use log of the likelihood function due to notational convenience and
since the product of probabilities can be very small:

log P(D | h) = long (x; | 0) = Zlogp(x”ﬁ)

e ML estimate is given by

hiyir, = maximize P(D | h) = 0y, = maximize > logp(a; | 0)
1=1

LUMS The maximum likelihood estimation maximizes the log- likelihood.
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Bayesian Learning Framework

Maximum Likelihood (ML) Hypothesis or Estimation:
Example:

e We can solve this analytically.

e If number of heads in the data is ngy.
Oy, = maxigmize (nH logd + (n — ng)log(l — 9))

e Derivative with respect to 6 yields
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Linear Regression as ML Estimation

Regression:
processor | J (%) ‘
X . System @_’ Yy Yy = f(X) T~ n
Input Noise N Observed
Output
» X

e Assume noise is i.i.d. Gaussian distributed: n ~ N(0,0?).

o y; = f(x1) +n; is also Gaussian distributed: y; ~ N(f(x1),0?).

Linear Reqgression:

Assuming bias term is included in the formulation
f(X) _ WTX ( g )

e Hypothesis class H: hypothesis functions of the form f(x) = w’x.

e Problem is to find w given data D. D= {(x1,y1), (X2,92)s- - Xn,yn)} C XL x Y
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Linear Regression as ML Estimation
Maximum Likelihood (ML) Hypothesis or Estimation:

e We can define likelihood estimate as

o, = e (D E—
ML maicér?iuze (D | h)

e Noting y; ~ N(f(xi),0?).

o 1
WML = IMaximnize H

w o\ 2T
1=1

(yi — f(xi)) )

exp (— 5o
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