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Question 1 (4 marks)

True or False:

(a) Lasso can be interpreted as regularized linear regression that regularizes weights with the ℓ2
norm.(T/F)

Solution: F: Lasso regularizes weights with the ℓ1 norm.

(b) In polynomial regression, the polynomial degree M quantifies the trade-off between bias and
variance. (T/F)

Solution: T

(c) A very large value of the hyper-parameter M in polynomial regression results in the model
under-fitting the given data and a smaller mean-squared error on the training data. (T/F)

Solution: F: Overfitting

(d) We introduce a penalty (regularization) term in least-squares linear regression to decrease
the training error. (T/F)

Solution: F: Regularization increases the training error.

Question 2 (2 marks)

Given the following information:

θ =

[
1.5
−0.5

]
, X =

[
2 2
0 2

]
, y =

[
3.6
1.3

]
, θ0 = 2

Consider the columns of the matrix X to be your data points, using this information calculate the
mean-squared error (MSE).

Solution: ỹ = Xθ + θ0, MSE = 1
2∥ỹ − y∥2 = 1

4 .

Question 3 (4 marks)

For a data-set with feature matrix X, output column vector y and weights column vector θ, the
ridge loss J(θ) is given by:

J(θ) = (y −Xθ)T (y −Xθ) + λ θT θ.



Prove that J(θ) is a convex function in θ using that the fact that XTX is positive semi-definite.

Solution:
J(θ) = (yT − θTXT )(y −Xθ) + λ θT θ

J(θ) = (yT y − yTXθ − θTXT y + θTXTXθ) + λ θT θ

J(θ) = (yT y − 2θTXT y + θTXTXθ) + λ θT θ

∇θ J(θ) = (−2XT y + 2XTXθ) + λ θ

∇θ J(θ) = −2XT (y −Xθ) + λ θ

∇2
θ J(θ) = 2XTX + λI

XTX and λI are both positive semi-definite hence J(θ) is convex in θ.
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