IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 60, NO. 12, DECEMBER 2012

[6] C.D. Creusere and S. K. Mitra, “A simple method for designing high-
quality prototype filters for M-band pseudo QMF banks,” IEEE Trans.
Signal Process., vol. 43, pp. 1005-1007, Apr. 1995.

[7] H. Xu, W.-S. Lu, and A. Antoninou, “Efficient iterative design method
for cosine-modulated QMF banks,” IEEE Trans. Signal Process., vol.
44, pp. 1657-1668, Jul. 1996.

[8] Y. P. Lin and P. P. Vaidyanathan, “A Kaiser window approach for
the design of prototype filters of cosine modulated filterbanks,” IEEE
Signal Process. Lett., vol. 5, pp. 132-134, Jun. 1998.

[9] M. F. Furtado, Jr., P. S. R. Diniz, and S. L. Netta, “Numerically effi-
cient optimal design of cosine-modulated filter banks with peak-con-
strained least-squares behavior,” IEEE Trans. Circuits Syst. I, vol. 52,
pp. 597-608, Mar. 2005.

[10] H. H. Kha and T. Q. Nguyen, “Efficient design of cosine-modulated
filter banks via convex optimization,” IEEE Trans. Signal Process., vol.
57, pp. 966-976, Mar. 2009.

[11] T. Q. Nguyen, “Digital filter bank design quadratic-constrained for-
mulation,” IEEE Trans. Signal Process., vol. 43, pp. 2103-2108, Sep.
1995.

[12] P. N. Heller, T. Karp, and T. Q. Nguyen, “A general formulation of
modulated filter banks,” IEEE Trans. Signal Process., vol. 47, pp.
986-1002, Apr. 1999.

[13] T. Karp and N. J. Fliege, “Modified DFT filter banks with perfect re-
construction,” IEEE Trans. Circuits Syst. II, vol. 46, pp. 1404—1414,
Nov. 1999.

[14] J. Yan and W.-S. Lu, “Towards global design of orthogonal filter banks
and wavelets,” Can. J. Elect. Comput. Eng., vol. 34, pp. 145-151, Fall
20009.

[15] J. Yan and W.-S. Lu, “Global design of perfect-reconstruction orthog-
onal cosine-modulated filter banks,” in Proc. CCECE, Calgary, AB,
Canada, May 2010, pp. 14.

[16] Y.-T. Fong and C.-W. Kok, “Iterative least squares design of
DC-leakage free paraunitary cosine modulated filter banks,” IEEE
Trans. Circuits Syst. 11, vol. 50, pp. 238-243, May 2003.

[17] Z. Zhang, “Design of cosine modulated filter banks using iterative La-
grange multiplier method,” in Proc. IEEE Int. Symp. Microw., Antenna,
Propag., EMC Technol. for Wireless Communications. (MAPE), Aug.
8-12, 2005, vol. 1, pp. 157-160.

[18] J. H. Rothweiler, “Polyphase quadrature filters—A new subband
coding technique,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process. (ICASSP), Boston, MA, 1987, pp. 1280-1283.

[19] A. Antoninou and W.-S. Lu, Practical Optimization—Algorithms and
Engineering Applications. New York: Springer, 2007.

[20] G. Golub and C. F. van Loan, Matrix Computations. Baltimore, MD:
The Johns Hopkins Univ. Press, 1985.

[21] M. Grantand S. Boyd, Cvx Users’ Guide. ver. 1.22, Jan. 2012 [Online].
Available: http://cvxr.com/cvx/

[22] MATLAB® program prfib.m,. Feb. 2012 [Online]. Available: www.nt.
tuwien.ac.at/staff/gerhard-doblinger/

6697

Commutative Anisotropic Convolution on the 2-Sphere

Parastoo Sadeghi, Rodney A. Kennedy, and Zubair Khalid

Abstract—We develop a new type of convolution between two signals on
the 2-sphere. This is the first type of convolution on the 2-sphere which is
commutative. Two other advantages, in comparison with existing defini-
tions in the literature, are that 1) the new convolution admits anisotropic
filters and signals and 2) the domain of the output remains on the sphere.
Therefore, the new convolution well emulates the conventional Euclidean
convolution. In addition to providing the new definition of convolution and
discussing its properties, we provide the spectral analysis of the convolu-
tion output. This convolutional framework can be useful in filtering appli-
cations for signals defined on the 2-sphere.

Index Terms—Commutative convolution, convolution, spherical har-
monics, 2-sphere (unit sphere).

I. INTRODUCTION

In many applications in physical sciences and engineering, the do-
main of signals under investigation is defined on the 2-sphere, $°.
These applications include geophysics [1], cosmology [2], electromag-
netic inverse problems [3], medical imaging [4] and wireless commu-
nication systems [5]. It is often required that signal processing tech-
niques developed for the Euclidean domain be extended and tailored
in non-trivial ways so that they are suitable and well-defined for the
spherical domain. One important signal processing tool is convolution
between two signals defined on the 2-sphere, which is fundamental for
filtering applications.

It turns out that an analog of the Euclidean-domain convolution on
the 2-sphere does not exist yet in the literature. While there are various
formulations [4], [6]-[10], they lack some desired or expected proper-
ties as we explain below.

One well-known and widely-used definition for convolution on the
2-sphere appears in [6], which has been generalized for the n-sphere
and applied for estimation of probability density function in [11]. The
advantage of this convolution is that it results in a simple multiplica-
tion of the spectral (spherical harmonic) coefficients of the signal and
filter in the Fourier domain. However, the convolution involves full ro-
tation of the filter by all independent Euler angles which includes an
extra averaging over the first rotation about the »— axis. This is pre-
sumably done to ensure that the output domain of convolution is §7,
but it results in smoothing the filter by projecting it into the subspace
of azimuthally symmetric signals. Consequently, this convolution be-
comes identical to a simpler isotropic convolution [9], [10] as shown
in [12]. In contrast to conventional convolution in the Euclidean do-
main, due to excessive smoothing, convolution in [6], [9], [10] is not
commutative and discards information.

Another definition of convolution for signals on the 2-sphere can be
found in [4], [7] and has been referred to as directional correlation in
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[8], since it preserves the directional features of both the signal and
filter. The convolution involves full rotation of the filter by all inde-
pendent Euler angles and a double integration over the points on the
2-sphere. While this results in a desired directional or anisotropic con-
volution, the output remains a function of the three rotations applied to
the filter and hence, its domain does not belong to S?. Moreover, the
convolution is not commutative.

In this work, we propose a new definition of convolution on the
2-sphere that is analogous to the familiar Euclidean-domain convolu-
tion in many ways. We prove that not all independent Euler rotations
should be involved in the definition of convolution. Instead, we intro-
duce a controlled dependency between the two rotations of the filter
about the z— axis. Therefore, there are only two degrees of freedom in
the convolution. We highlight that the same philosophy has been right-
fully applied to convolution in the 2-dimensional Euclidean space, R?,
where not all three proper “isometries” of the space (2 translations and
one rotation) are involved in convolution. Our proposed definition has
the following desired properties:

« It is formulated as a double integral over $?, which agrees with

the fact that % is two dimensional;

« It generates an output whose domain remains in §%;

 [tisanisotropic in nature, i.e., the directional features of both filter

and signal contribute towards the output of convolution;

» It is commutative. That is, changing the roles of filter and signal

does not change the outcome of convolution.
After introducing signals on the 2-sphere and briefly presenting some
preliminaries in Section II, we review the existing definitions in the
literature, which leads to our problem formulation in Section III. In
Section 1V, we establish a commutative anisotropic convolution and
provide some graphical depiction of the proposed approach. Finally, in
Section V, we present the spectral analysis of the proposed convolution.

II. SIGNALS ON THE 2-SPHERE

The 2-sphere, denoted by S?, is defined as S? 2 {lz €

R°: |||l = 1}. Unit vectors belonging to §* are denoted by
x = z(0,9) 2 (sinfcosg, sinfsing, cosf) and by
7 = 30, 0) £ (sin?cos ©w, sindsing, cosd), where (-)

denotes vector transpose. 6,7 € [0, 7] denote the co-latitude mea-
sured with respect to the positive z— axis and ¢, ¢ € [0, 27) denote
the longitude and are measured with respect to the positive «— axis
in the & — y plane. In this paper, we deal with complex-valued square
integrable functions whose domain is $*. The Hilbert space of such
functions is denoted by L*($?) with the inner product defined as

() 2 [ @i s, ()

which induces the norm ||f|| £ {f, fﬁ, and where ds() =

sin 8 d€ do is the differential area element and the integration is car-
ried out over the whole 2-sphere. A finite energy function in L*(§?)
with || f|| < oo is referred to as a “signal on the 2-sphere” or simply a
“signal”. In the following, filter / is also a signal, which is used as the
kernel for convolution.

A. Spherical Harmonics

The spherical harmonic function Y™ (6, ¢) for degree { > 0 and
order |m| < £ is defined as [13], [14]

2+1(—m)! . im
o P (cosf)e?, 2
dr (L +m)! 7+ (cosf)e )

where F;" denotes the associated Legendre function of degree ¢ and
order m [14]. With the above definitions, spherical harmonic functions,
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or simply spherical harmonics, form a basis for L?($?). By their com-
pleteness, any finite energy signal f € L?(S%) can be expanded as

M=y Y (£) v @, 3)

£=0 m=—4

where equality is understood in the sense of the convergence in the
mean and

() v = [ @@ @ @
is the spherical harmonic Fourier coefficient, or spherical harmonic co-
efficient for short, of degree £ and order m. In the sequel, we may use
the shorthand notation 3", instead of 07 S .

Note that if f(&) is an azimuthally symmetric function (indepen-
dent of ¢), then only order 7r: = () spherical harmonic coefficients are
non-zero. Define the projection operator P°, which projects a given
function f € L*(S?) onto the subspace formed by zero order spher-
ical harmonics as

GHICENHRT )

£=0

The subspace formed by zero-order spherical harmonics is complete,
which stems from the completeness of Legendre polynomials, P§ . Fur-
thermore, the projection operator P° produces an azimuthally sym-
metric function fo £ P°f and the operator action is understood as
averaging f(&) over all longitude angles ¢ [14]. We also note the
conjugate symmetry property of spherical harmonics, Y,"(#,¢) =
(=1)"Y," (0, ).

B. Rotation on the 2-Sphere

Define the rotation operator by D(¢. ¥, w), which rotates a function
on the sphere in a sequence of w € [0, 27) rotation about z— axis, ¥ €
[0, 7] rotation about y— axis and then i € [0, 27) rotation about z—
axis, which are called Euler angles. The inverse of D (., ¢. w) denoted
by D(¢, Y, w)”" is D(—w, —#, —¢). If a function f(#, ¢) is rotated
on the sphere, then

(D 2.0 ) (@) = (R 2), ©)

where I? is the 3 x 3 rotation matrix corresponding to the rotation oper-
ator D(p, ¢, w) [14]. The spherical harmonic coefficient of the rotated
output of degree £ and order m is a linear combination of different order
spherical harmonic coefficients of the same degree of the original func-
tion f as follows
(Pigv.215)" 2 (Dlp0. )1 Y7
¢

S oo as(f) o

mi=—¢

where D}”""’/ (¢. 9. w) is the Wigner-D function given by [13]
D;”""”'/(% Pow) = e‘”’”’*ﬁl}””"”r(ki?,)e_"’"”'”., ®)
and d;" ! () is the Wigner-d function [13] given by
d(m’m,(z?) = 2:(—1)”_'"’er

VIEF MmO = mOE+ m)H (= m)!
(E+m' —a) ()l —n—m)l(n —m' +m)!

% 26—2n+m’—m 2n—m'+m

« ¥ . ©)
CcOos — s — .
2 2 )
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where the summation over n is such that the factorial terms in the
denominator remain non-negative. We also note the following rela-
tion between spherical harmonic function ;™ and Wigner-D function,

D;n,m’
— [26+1
),,}777,(,1).’ Q) — 4:—/1—; D7n (] 1} 0)

III. LITERATURE REVIEW AND PROBLEM FORMULATION

10)

The conventional convolution between two functions on 2-dimen-
sional Euclidean space, R? is

(f X h)(.w:) 2

where x,y € R®. It is easy to verify that the convolution is commuta-
tive, f xh = hx f.

On the premise that rotations on the sphere are counterparts of trans-
lations in the Euclidean domain, the following definitions of convolu-
tion on $” in the literature involve all three independent rotations in
the rotation group SO(3). The aim of the next two subsections is to
formally, albeit briefly, introduce these definitions and point out the
differences in their characterizations. We then pose a set of questions
in search for a counterpart of Euclidean convolution on the 2-sphere.

fle —y)h(y)dy.
JR2

an

A. Type 1 (Anisotropic) Convolution
The following definition has appeared in [4], [7]

gl dw)=hEf2 / 2.)h) (&) f(&) ds(®).  (12)
By this definition, the domain of convolution output does not belong to
§?. Instead, as it is clear from above, ¢ is a function of three indepen-
dent Euler rotation angles ¢, 7. w. Since a proper rotation on 2-sphere
is an isometry, we can apply the inverse of rotation operator to both
parts of the integrand in (12) and leave the integral unchanged, as fol-
lows:

WO f = /Z (pa )™ D(c,:,'d,w)h,)(i)
( 9, 0)"! );‘c‘)ds(;ﬁ)
:/% 1(&) (D(Y ') (&) ds(@)
:/ h(z) (D(—m,—f),—go)f)(:i:)d.c:(:i:). (13)
J8§2

However, since D (2, 7, w) # D(—
volution is not commutative.

—¢) in general, this con-

B. Type 2 (Isotropic) Convolution
The following definition is adapted from [6]

2 kS 27
L / / / (R &) f(Ri) dw sin ¥didp,
2, 0 Jo Jo
(14)

(h, ® f) (#) 2

where ) = (1,0,0)' € §? is the north pole. Noting that in f(R#), the
first rotation by w of the north pole around the z— axis is ineffectual,
we can rewrite the above convolution as

(hOf

Dig. V. ;u)h) (&)
X)‘(?)

ZT
) dw sin ¥ ditdip.

s)
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Compared to (12), (15) has a somewhat similar spirit with the differ-
ence that an extra averaging over the first rotation w«w is performed which
turns the filter & into an azimuthally symmetric kernel ko = P°h. This
will bring the output of the convolution back to $*. However, as shown
in [12] this definition is identical to the isotropic convolution [9], [10]

@o@ﬂ@)é/

/82

ho(&-9) f(§)ds(g), &€S°,  (16)
and the extra averaging over «w “kills” any directional azimuthal com-
ponent of the filter.

This convolution when evaluated in spherical harmonic domain is

given by
syt (1), 0),- ap

which has a desirable multiplicative property between spherical har-
monic coefficients of the filter and signal. However, as expected, only
the zero-order spherical harmonic coefficients of the filter are present,
which makes this definition not commutative in general, and informa-
tion is discarded.

(ho £.Y7") = (oY) =

C. Problem Formulation

From the discussion above, it becomes clear that existing definitions
are either anisotropic, but with an output whose domain is not in $, or
their output domain is $*, but can only accommodate isotropic filters.
None of the convolutions are commutative.

Motivated by the differences in the characterization of convolution
on the sphere, we ask the following question: Is it possible to have
a convolution on §%, which simultaneously satisfies the following re-
quirements: 1) the domain of its output is $*, 2) involves a double in-
tegral over points on $?, 3) is anisotropic, and 4) is commutative?

Fortunately, the answer to this question is positive and we now in-
troduce such a convolution.

IV. COMMUTATIVE ANISOTROPIC CONVOLUTION ON THE 2-SPHERE

The Euclidean convolution in (11) forms an implicit prescription for
constructing a suitable notion of convolution on §?. In particular, we
are guided by the fact that in R®, not all three isometries are involved
in the convolution. Only two translations and not the rotation are used.
Hence, it is natural to think that only two degrees of freedom in the
rotations on §? should be used to define the convolution, because §°
is a 2-dimensional, albeit curved, surface. Therefore, we propose the
following formulation as the initial candidate for our convolution

PRGRD é/ (D(%ﬁ.w)h)(ﬁ:)f(a’:) ds(3). (18)
J§2

This candidate appears to be somewhat similar to the anisotropic
convolution in (12), but it differs in philosophy and actual content. For
example, in(12), the left hand side is a function of ¢, ¥/, w or the convo-
lution results in a function whose domain is not §°. Here, on the other
hand, the output should be understood as a function of ¢ and ¢ only.
The initial rotation angle w in (18) is unspecified at this point. It might
be a constant or a function of ¥ and . Our initial candidate satisfies
the first three requirements in Section I1I-C. However, it is still lacking
the commutative property, which will be dealt with below.

A. Commutative Anisotropic Convolution

Our aim here is to constrain the rotation operator in (18) such that the
definition of convolution becomes commutative. We present the result
in the following theorem.

Theorem 1: A necessary and sufficient condition for the anisotropic
convolution in (18) to be commutative isw = 7 — ¢.
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(a) D(0, 0,0)—initial position. (b) D(0,0, 7)— 7 about z—axis.

(¢) D(0,0,7 — )—(m — ¢) about
z—axis

(d) D(0,9, m—p)—3 about y—axis.

(e) D(p, 9, ™—p)—p about z—axis

Fig. 1. Action of the commutative convolution kernel. A nominal asymmetrical support region for the kernel is transformed under the action of operator

D(¢, 9, 7 — ) according to its component rotations.

Proof: We first prove the necessary condition and show that for
the convolution to be commutative, w has to be # — . Following a
similar reasoning as in (13), we can write(18) as

PRURD) /(D(%19-,w)h)(:%)f(ir)ds(5r)
J8§2

/h(i) (Dm0, —0)f ) @) dstz). (19)
J§2
Our objective is to select w such that

D(p, ¥, w) =D(—w — 9, —¢), (20)
so that the convolution becomes commutative. The negative rotation
—} around y — axis appears to be out of range of permissible co-latitude
rotations ([0, 7]), which is resolved through the following identity [14]
Dip,d,w)=D(F + ¢, -0, 7+ w), 1)
where the z— axis rotations have (mod 27) omitted to avoid clutter.
Now by equating (20) and (21), we obtain two equations —p = 7 + w
and —w = @ + ¢, which give the value of w
(22)

w=E-T—@=71—¢ (mod 2nw),

that makes the rotation operator D(, 7, w) satisfy the “involution”
property

D(Sj 19 = “rj) = D(‘tja 193 [ 5‘9)_

Due to this involution of the rotation operator for ¢ = @ — ¢, the
anisotropic convolution in (19) becomes commutative. In fact, using a
new operator & for such a commutative convolution

(ho £) ) 2 0.0.9) 23)

(@ (b)

Fig. 2. Single intrinsic rotation version of D(iz, ¥, —¢). (a) Support region of
some (). (b) Intrinsic rotation (D(c,a D, —)f ) (%).

we conclude that

(h o f)(?‘}, ) /§ (D(cp.gz‘},ﬁ — ) h)(.rz)f(:a) ds(#)

/§ &) (D(p, b —¢)! f)(:ir)ds(ir)

[ 1@ (Deo0.7 = o) 1) @1ds(@)
J 852
(f @ h)w, o).

The sufficient condition is proven by inserting w = @ — @ in
D(p,¥,w) and verifying using (21) that D(p, d, 7 — )™ =
D(—m 4+ . =3, —¢) = D(p,d, 7 — ), which results in a commu-
tative convolution. ]

Remark 1: The proposed convolution can be interpreted as a map-
ping of anisotropic convolution defined on SO(3) in (12) to S* with the
constraint that « varies with the longitude ¢ given by (22). Since, w
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Illustration of the commutative convolution. (a) Mars signal is convolved with (b) asymmetric spatially concentrated bandlimited filter kernel to obtain

(c) smoothed (low-pass filtered) Mars signal. (a) Mars signal. (b) Asymmetric filter function. (c) Filtered signal.

must be chosen as a function of ¢, it cannot be freely controlled at each
spatial position.

In summary, we began with (18) with w unspecified and have shown
that it must be chosen to be a function of ¢ (and not ) according to (22)
for the overall rotation operation to be an involution, which yields the
desired commutativity. We now provide a geometric interpretation of
this definition and later we present an example to illustrate the proposed
convolution.

1) Graphical Depiction: In Fig. 1 we present a sequence of images
to depict the commutative convolution in action. Fig. 1(a) depicts a sim-
plified filter signal indicated by an asymmetric region on the 2-sphere.
The filter, of course, in general has support on the whole 2-sphere. The
first portion of the w rotation (by =) is shown in Fig. 1(b) and may be
associated with flipping or “reversing” the filter (similar to Euclidean
convolution). Fig. 1(c) is the w = 7« — ¢ rotation; Fig. 1(d) shows
the ¢ rotation and, finally, Fig. 1(e) shows the filter after the ¢ ro-
tation. Fig. 2 shows an intrinsic rotation along axis @ = (cos(w +
@), sin(w + ). 0)' by a single rotation ¥/, which affects the same ro-
tation of Fig. 1(b) to Fig. 1(e).

2) Ilustration: As an illustration of the proposed convolution, we
consider the filtering of a signal using a filter kernel, which is spatially
concentrated in an asymmetric region around north pole. We consider
the Mars topographical map as a signal on the sphere which is obtained
by using a spherical harmonic model for the topography of Mars! up to
a maximum spherical harmonic degree 150 and is shown in Fig. 3(a).
We use a bandlimited filter kernel with the maximum spherical har-
monic degree 80 and spatial concentration in a strip region around north
pole, bounded by co-latitude # = 5z and the planes |y| = arcsin 2 -
[15]. The filter kernel is obtained as a solution of Slepian concentra-
tion problem on the sphere and is shown in Fig. 3(b), which is con-
volved with the signal (Mars topographic map) to obtain the filtered
signal shown in Fig. 3(c). This filtering is equivalent to directional
smoothing of the Mars signal using asymmetric smoothing function
where the direction of the smoothing function at each spatial position
(P, 0) is T — .

B. Alternative Characterization of Anisotropic Convolution

The expression in (18) represents the convolution in spatial domain
based on the spatial-domain representations of filter and signal. Before
concluding this section, we give an alternative form expressed in terms

t
of the spherical harmonic coefficients of /(2), denoted by (h) , and

K]

those of f (%), denoted by ( f ) q. Using the spherical harmonic coeffi-
»

Thttp://www.ipgp.fr/~wieczor/SH/

cient expansion of f and /. in (3) and the effect of rotation operator on
spherical harmonic coefficients in (7), we can write (18) as

g(0.) = /,ZY* 2) Z DL (i) (1)’
Xz (1 ) (&) ds(2)
=T (1) b YD o ()

s, p.g t'=—s

24

where &, ,, is the Kronecker delta function and is equal to one only
when s = p and zero otherwise. We have also employed the conjugate
symmetry property of spherical harmonics and the orthonormal prop-
erty of spherical harmonics. Simplifying the expression in (24) yields
the sought result

Gt @) = Z( z DH (. ¥, w) (h)

st tV=—s

(25)

We note that the expression in (25) is valid for any w (a constant or a
function of ¥ and ). The corresponding expression for commutative
anisotropic convolution can be obtained by setting w = 7 — .

Let Ly and L, denote the maximum degree of signals f and /7,
respectively. Then the proposed convolution can be evaluated in
()(L‘Z7 log L,), where L, = min( Ly, Lj ), by employing the factoring
of a single rotation into two rotations [7], followed by the use of FFT.
The proposed convolution can be computed more efficiently than type
1 (anisotropic) convolution, which has the complexity of ()(L*)[7].

V. SPECTRAL ANALYSIS OF COMMUTATIVE
ANISOTROPIC CONVOLUTION
We now analyze the result of commutative anisotropic convolution
in spherical harmonic domain. That is, we want to evaluate | g =
¢
(gr—y. Y, ™). We start with the expression of g., in (25), which speci-
fies the anisotropic convolution output function in terms of Wigner-D
—t t
functions and the spherical harmonic coefficients ( f ) and (h) .
The spherical harmonic coefficient of the convolution ofltput is then”

ey = S0 (1) S ORCERTITNED

EN K t'=—s¢
where the notation (Dﬂ’t’, Y, ™) 52 is used to emphasize that the inner
product is taken over 2 rotation angles characterizing S* and not over
all three rotation angles that specify SO(3). Now, using the Wigner-D
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function expression in (8) and its relation with spherical harmonics in
(10), we can write {D.*,¥;") as

(D", Y’”):/ / DY (e b, — )Y (D, ) dip sin ) di)

_ M tit! /gy gm0
=1/ in / & () ()

27T
></ ¢TI =T g i 9D, @7
+40

where upon orthogonality of exponentials over [0, 27], the inner inte-
gral is non-zero only whent — t' +m = 0 or only when ¢’ = ¢t +m
and the expression in (26) can be written as

e 2641 "’ t
eSS Y (5)

e=0t=—K1

4+ = ) -
x(h) / ALY A0 (9) sind do. (28)
8 40

<.§/ﬂ'—w Yfm> =

where Ay = max(—s, —s — m) and K> = min(s, s — m), which
ensure |m +¢t| < s. The integral in (28) that involves the inner product
of Wigner-d functions can be solved using two approaches. The first
approach is based on using the following expansion of product of
Wigner-d functions [16]

/ AL () a0 (9) sin 9di
40

st

Z Ci(f, 8.t 1, m)/ ditm H_m(l}) sin ¢di,  (29)

J=ls—¢]

where C'1 (4, s, ¢, £, m) is given using Wigner-3; symbols as

. . s [4 i
Cij, s, t.,m) =2 1
1t bm) =25 + t+m 0 —(t+m)
s f J
X t m —(t4+m) |’ (30)

Using the expression of Wigner-d function in (9), the integral in (29)
simplifies to

min(j+t+m,
. j—t—m)
/ AT @) sinddd =2 > (=1)"
" n=0
(J—I—t—l—m —n+DIj—t—m—n+1;—
(€29}
nl(j +1)!

Another approach to solve the integral in (28) is to directly use
Wigner-d function in (9) to obtain

/ it 1‘+m dm 0(19) sind dd = Z z (n+n’)
0

xCy(s.t.m,n) Cg(l, me,n') Cy (s, L, n, n),  (32)

with
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where the range of summations over n and n’
max(0,m) < n < min(s — ¢, 5 — t + m) and max(0, —m) < n' <
min(¢, £ — m) with the further condition that » + n’ < s + £. The
expression in (32) allows us to explicitly evaluate the integral involved
in (28) without using Wigner-3j symbols.

are given by

A. Special Case—One Function is Azimuthally Symmetric
Let h(&) be an azimuthally symmetric function, which implies
¢

(h) = (h, Y}y = 0 fort # 0. For this special case, we can write
(25)Swith W=7 —as

(e 1) 0.0) = g9, )

=2 (=D )

eIt (f)j (h)o (33)
which can be expressed using relation (10) as
(h & f)(ﬁ.,:) = ;(—1)t 2341 Y0, ) (f)_L (h)o (34)

Using conjugate symmetry and orthonormal property of spherical har-

monics, we obtain
-]:'/T 0 e
n), (4,
2+ 1 (l )

which is also equal to {f < %, Y7 }. By commutativity, a simplified
form of multiplication in spherical harmonic domain results if either the
signal (nominally f) or filter (nominally /) is azimuthally symmetric.

In comparison, the convolution in [6] is not commutative and we

observe
o= () ()

2041
() ()0

<7¢ @ ]7 17777 \/ 'LT
where h(#) is an azimuthally symmetric function.

(ho £,Y") = 35)

2041
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New Recursive Fast Radix-2 Algorithm for the Modulated
Complex Lapped Transform

Vladimir Britanak

Abstract—A new recursive fast radix-2 algorithm for an efficient compu-
tation of the modulated complex lapped transform (MCLT) is presented.
Based on a new proposed alternative recursive sparse matrix factoriza-
tion for the MDCT (modified discrete cosine transform) matrix and a rela-
tion between the MDCT and the MDST (modified discrete sine transform),
firstly a new recursive fast radix-2 MDST algorithm is derived. The cor-
responding fast MDCT and MDST computational structures are regular
and complementary to each other. Consequently, this fact enables us by
their composition to construct a fast MCLT computational structure rep-
resenting the fast recursive radix-2 MCLT algorithm. The fast MCLT com-
putational structure is regular and all its stages may be realized in parallel.
Combining the proposed fast radix-2 MCLT algorithm with an existing
generalized fast mixed-radix MDCT algorithm defined for the composite
lengths N = 2 X g™, m > 2, where q is an odd positive integer, we can
compute the MCLT for the composite lengths N = 2" X ¢™, n,m > 2,
thus supporting a wider range of transform sizes compared to existing fast
MCLT algorithms.

Index Terms—Modified discrete cosine transform, modified discrete sine
transform, modulated complex lapped transform, modulated lapped trans-
form, recursive fast algorithm, recursive sparse matrix factorization.

I. INTRODUCTION

The modulated complex lapped transform (MCLT) [1], [2] is a com-
plex filter bank mapping overlapped blocks of real-valued signal into
blocks of complex-valued transform coefficients. Its real part is the
modulated lapped transform (MLT) [3], or equivalently, the modified
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discrete cosine transform (MDCT) [4], and its imaginary part is the
corresponding modified discrete sine transform (MDST) [14]. Both the
MDCT and MDST are perfect reconstruction cosine- and sine-modu-
lated filter banks based on the concept of time domain aliasing can-
cellation (TDAC). The MCLT is a particular kind of 2x oversampled
generalized DFT filter bank [1]. Indeed, the MDCT and the MDST
are, respectively, the real and imaginary components of the modified
odd-time odd-frequency discrete Fourier transform (Q?DFT) [11].
The MCLT supports the magnitude and phase representation of the
signal in frequency domain which are useful measures in many per-
ceptual audio coders for spectral analysis. Thanks to the coefficient
stability and aliasing free property, the MCLT has been successfully ap-
plied to a number of audio coding problems such as audio noise reduc-
tion, acoustic echo cancellation [1], spectral adjustment and channel
coupling [6], audio watermarking technology [7], [26], audio packet
loss concealment [8], and acoustic data transmission systems [9], [10].

A number of fast algorithms has been developed up to now for the
efficient computation of the MCLT [1], [13]-[20]. The MDCT/MDST
transform kernels are cosine/sine functions, and obviously, the efficient
MCLT computation may be realized indirectly via other discrete sinu-
soidal unitary transform of the same or reduced size such as the DFT
[13]-[15], generalized discrete Hartley transform of type II (GDHT-II)
[20], discrete cosine/sine transform of type IV (DCT-IV/DST-IV) [1],
discrete cosine/sine transform of type II (DCT-1I/DST-II) [19], or by
DCT-IV and DCT-II combination [17], [18]. Note that based on a rela-
tion between the MDST and the MDCT [14], [22], the MDST computa-
tion can be realized by any existing fast MDCT computational structure
with simple pre-processing of data sequences. But, a fast MDCT com-
putational structure should be applied sequentially to obtain the MCLT.
The conventional approach is to decompose the argument of MCLT
transform kernel and map it into the complex DFT of the same size with
complex pre- and post-multiplications [13]. However, this approach in-
volves redundant arithmetic operations. To reduce the arithmetic com-
plexity, the simultaneous MDCT/MDST computation is mapped into
the real-valued generalized DFT of type IV (GDFT-IV) which is real-
ized by a fast computational structure consisting of pre-butterfly stage,
‘%’-point DCT-1V, %-point DST-IV and post-butterfly stage [14]. It is
well known in theory of fast MDCT/MDST algorithms that by a com-
position of simple permutations applied to the input data sequence, an
N -point MDCT/MDST can always be converted to % -point DCT-IV/
DST-IV (whereby DST-IV may always be converted back to DCT-1V)
[1]. Note that each % -point DCT-IV may be alternatively mapped into
the ‘:—r-point complex DFT with identical pre- and post-rotation stages
[12]. In [17], [18] ([18] is almost equivalent to [17]) by using trigono-
metric identities the MCLT transform kernel is decomposed into two
butterfly stages and two identical ¥ -point DCTs-1V, and each % -point
DCT-1V is subsequently converted to DCT-II of the same size at the
cost of additional multiplications and recursive additions. It is widely
accepted that the DCT-1V-based fast MDCT/MDST algorithms are the
most efficient both in terms of the arithmetic complexity and struc-
tural simplicity [22]. Taking advantage of the explicit form of the sine
windowing function in the analysis/synthesis MCLT filter banks and
combining it with the MCLT transform kernel, several fast MCLT algo-
rithms have been proposed: the real-valued DFT-based [15], DCT-II-
based [19] and GDHT-II-based ones [20]. They are computationally
very efficient, however, their using in real audio coding applications
is rather limited. Quite different fast MDCT/MDST algorithm is based
on recursive sinusoidal formulas [16]. Although it is not so efficient
in terms of the arithmetic complexity, it is represented by simple and
regular regressive filter structures providing the variable-length MCLT
computation particularly suitable for a parallel VLSI implementation.
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